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# Introduction

Bias, discrimination, and other risks to fundamental rights, health, and safety posed by emerging AI systems have increasingly become a priority in recent years for EU policymakers. In August 2024 the first international framework dedicated to the regulation of AI, the Artificial Intelligence Act (AIA), came into force.

The AIA is part of the EU’s overhaul of product safety regulation called the New Legislative Framework (NLF). The NLF requires manufacturers to self-assess, in some cases with third-party oversight by notified bodies, whether their products meet essential legal requirements before they enter the market. Following this, self-assessment is the primary way that AI systems with implications for fundamental rights risks will be assessed under the AIA. This is a weaker form of oversight than third-party or external assessment by a regulatory body. As a result, it is all the more important that Equality Bodies are able to play a meaningful role in translating the AIA into practice, for example by exercising their right to access self-assessment and technical documentation and raising any concerns with relevant national authorities. The main objective of this Guide is to explain how they can play this role effectively.

The AIA is a risk-based regulatory framework. This means that the Act requires providers of AI systems to assess the level of risks their systems pose to health, safety, and fundamental rights before placing them on the market.[[1]](#footnote-2) Systems can be classified as (1) low- or no-risk, (2) high-risk, or (3) unacceptable risk. Each classification carries different legal requirements, with the majority focusing on high-risk systems.

The AIA’s inclusion of fundamental rights risks alongside health and safety makes it a unique framework in the context of product safety regulation. Relevant fundamental rights include democracy, the rule of law, environmental protection, and non-discrimination.[[2]](#footnote-3) Equality bodies thus have a critical role to play to ensure AI providers and deployers are fully and fairly accounting for the risks their systems pose to the right to non-discrimination and taking appropriate steps to mitigate them in practice.

Providers of high-risk systems must fulfil a variety of “essential requirements” concerning risk assessment, data governance, technical documentation and records, transparency, human oversight, accuracy, cybersecurity, and robustness.[[3]](#footnote-4) Additionally, high-risk systems must be registered in a public database and subject to post-market monitoring, and certain application areas require fundamental rights impact assessments. Notably, in alignment with the NLF, AI providers will be presumed to fulfil these “essential requirements” if they implement harmonised technical standards (more on this below).[[4]](#footnote-5)

Through these essential requirements and harmonised standards, the AIA provides new opportunities and tools to help Equality Bodies identify and investigate bias and discrimination caused by AI systems. Providers of high-risk AI systems will be required, by default, to undertake testing and create technical documentation. Under Article 77, Equality Bodies and other national fundamental rights authorities (NFRA) are given a right to access this documentation,[[5]](#footnote-6) or indeed “any documentation created or maintained under this Regulation in accessible language and format” insofar as it is necessary to fulfil “their mandates within the limits of their jurisdiction.”[[6]](#footnote-7) This “right of access” seeks to help Equality Bodies in their legal casework and investigations, and also other fundamental rights authorities with relevant mandate and powers, in carrying out work on AI. Should the documentation prove insufficient in this regard, fundamental rights authorities can also exercise their “right to testing.” Through this right they can make a request to national supervision and enforcement bodies which, under the AIA, are called market surveillance authorities (MSA) for further testing to be carried out,[[7]](#footnote-8) and collaborate with the MSA in the evaluation.[[8]](#footnote-9)

The “right to access documentation” and “right to testing” will be the two key mechanisms for Equality Bodies to detect and monitor algorithmic discrimination and to that end they need to engage with harmonised technical standards. Testing and documentation requirements are discussed in the AIA itself, but their details will largely be defined in a series of harmonised technical standards currently being written by European standards settings organisations. These will determine what information and level of detail are included in this documentation. It is thus essential for Equality Bodies to be aware of the range and scope of standards currently being prepared, and how they link with AIA requirements and their new powers.

This report provides guidance to Equality Bodies on how to effectively use their new AIA powers and harmonised technical standards to investigate AI bias and discrimination. Section 2 introduces the concept and purpose of technical standards in product safety regulation and their likely content based on historical lessons. Section 3 then examines the concepts of bias and discrimination and how they are used in the AIA. Section 4 introduces the new documentation and testing powers granted to Equality Bodies and explains how they connect with requirements faced by providers and deployers of high-risk AI systems and general-purpose AI models. Section 5 presents a series of reflections on challenges for Equality Bodies using the AIA and technical standards to investigate AI bias and discrimination. Section 6 concludes with concrete recommendations about how Equality Bodies can use their new powers most effectively.

# Standards and the AIA

In May 2023 the European Commission sent a standardisation request to the European Committee for Standardisation (“CEN”) and the European Committee for Electrotechnical Standardisation (“CENELEC”). The request includes a list of harmonised standards to be developed to aid in implementation of the AIA.[[9]](#footnote-10) These standards will fill in many of the practical details left open in the AIA itself which are essential for the framework to be operationalised and enforced (see: Box 1). They will thus play a key regulatory role for AI in the EU, fundamentally shaping the products, services, and organisational practices of AI providers and deployers.

But what exactly are technical standards? Standardization is a process undertaken by standards setting organisations (SSO), often at the request of policy-makers, to define voluntary technical or quality specifications for products and services.[[10]](#footnote-11) In turn, standards are technical documents “designed to be used as a rule, guideline or definition…a consensus-built, repeatable way of doing something,”[[11]](#footnote-12) or more specifically documents that list “requirements, specifications, guidelines or characteristics that can be used consistently to ensure that materials, products, processes and services are fit for their purpose.”[[12]](#footnote-13)

Simply put, technical standards set self-defined expectations for industry to ensure the safety and quality of their products and services. They create a set of rules and requirements to be voluntarily followed, for example by AI providers or deployers. For industry, the incentive to follow standards comes from the reputational and regulatory benefit of adherence, and potential lower costs and efficiency gains from following pre-defined rules.[[13]](#footnote-14) Aligning how a product or service is designed, implemented, governed, or used with a set of common rules demonstrates a commitment to self-governance, product safety, and regulation.

Reflecting this, using a standard will often be enough to show that specific products or services are legally compliant. In effect, standards are often the easiest way for a company to show they are following the law. Regulators likewise find standards useful, for example to consolidate expert knowledge to address risks (as often happens in safety regulation),[[14]](#footnote-15) or promote adherence to ethical norms and legal requirements.[[15]](#footnote-16) This is not to say that regulators have direct control in settings or enforcing standards (as they are self-defined by industry-led SSOs), but rather that they benefit from their existence and adherence by filling in gaps in knowledge and lowering their burden of enforcement by enabling regulated entities to follow a common set of practices.

Standards are consensus-based and in principle could involve all interested and affected stakeholders including manufacturers, consumers, and regulators of particular products, services, or materials. In practice, manufacturers play a central role in SSOs, while civil society is also occasionally involved but in a secondary capacity, for example as “observers” (as is the case with the AIA), due to a lack of resources or representation across Member States.[[16]](#footnote-17)

## Harmonised standards

In the context of the AIA, AI providers are not legally required to follow standards; companies can freely choose how they self-assess. However, the easiest path to comply with the law is to implement “harmonised standards.” These are technical standards created by European SSOs i.e., CEN/CENELEC) at the direction of the European Commission that, if followed, create a “presumption of conformity” with the law. This is critically important for businesses because they must demonstrate compliance before making AI products and services available to the EU market.

This is a highly advantageous approach for AI providers. Using harmonized standards reduces their legal uncertainty because they will not need to interpret or translate the “essential requirements” for high-risk systems themselves.

Harmonised standards are effectively the “preferred default” of the European Commission; manufacturers who follow them enjoy a lower regulatory burden[[17]](#footnote-18) than those who do not. Harmonised standards are expected to ease the implementation of the AIA by filling in essential practical details and requirements for AI providers and deployers. Standardisation is thus a critical aspect of putting the AIA into force by 2026.

For Equality Bodies, harmonised standards are useful in several regards because they specify how providers can meet the AIA’s essential requirements in practice. They will specify the types and degrees of technical documentation and statistical evidence AI providers must create and maintain by default. They will likewise determine the type of risk management and post-market monitoring to be carried out by providers to anticipate, identify, and mitigate risks to fundamental rights. Both procedures will enable Equality Bodies to monitor for possible discrimination throughout the lifecycle of high-risk AI systems by working with their national MSAs. Equality bodies have a right to request access to all documentation within the scope of the AIA throughout a system’s lifecycle (see: Section 4). As discussed below, these resources can be extremely helpful for investigating AI-based discrimination.

Equality bodies should be aware of the existence of relevant harmonised standards published by CEN/CENELEC because they determine the content and requirements of the technical documentation they can access via Article 77. While Equality Bodies will typically not have access to SSOs or the standardisation process itself, they can review the content of harmonised standards once published.[[18]](#footnote-19) At this stage it is unclear whether harmonised standards will be published behind a paywall; a recent decision from the European Court of Justice requires four non-AIA harmonised standards cited in the Official Journal of the European Union to be made freely available due to an overriding public interest.[[19]](#footnote-20) It remains to be seen whether the precedent set in this case is extended to cover AIA harmonised standards.[[20]](#footnote-21)

The European Commission has requested CEN/CENELEC to develop standards in ten areas for AI systems: risk management, governance and quality of datasets, record keeping, transparency, human oversight, accuracy, robustness, cybersecurity, quality management, and conformity assessment.[[21]](#footnote-22) CEN/CENELEC has established the Joint Technical Committee 21 “Artificial Intelligence” (JTC-21) to develop harmonised standards for the AIA.

JTC-21 will not be starting from scratch, but rather plan to take existing international standards under consideration when drafting the AIA harmonised standards.[[22]](#footnote-23) Equality bodies can therefore also familiarise themselves with these pre-existing standards to prepare themselves for the eventual publication of the AIA harmonised standards. As with the harmonised AIA standards, international standards are typically not free of charge and are subject to intellectual property protections, both of which may prove to be major barriers to access for Equality Bodies and fundamental rights authorities. These limitations aside, standards and related technical documentations relevant to bias which are being considered by JTC-21 include:

* **ISO/IEC 22989** “Artificial Intelligence concepts and terminology”;
* **ISO/IEC 23894** “AI Risk Management”;
* **ISO/IEC TR 24027** “Bias in AI systems and AI aided decision making”;
* **ISO/IEC TS 12791** “Treatment of unwanted bias in classification and regression machine learning tasks.”

One critical difference to note between CEN/CENELEC harmonised standards and those from ISO/IEC is that the former must address risks to fundamental rights, whereas the latter do not. Overlap should thus be expected but CEN/CENELEC standards are anticipated to cover a broader range of risks and methods to measure and mitigate them.

The following standards being developed by JTC-21 will be particularly important for setting the requirements of technical documentation available to Equality Bodies and FRAs[[23]](#footnote-24):

* **JT021036 “Artificial intelligence – Concepts, measures and requirements for managing bias in AI systems”:** The purpose of this standard is to define “concepts, measures and requirements for assessment and treatment of bias in AI systems. This includes bias unwanted by the AI Provider and AI Deployer according to their specification of the AI system, in the context of the AIA.”
* **JT021008 “AI trustworthiness framework”:** The purpose of this standard is to define “a framework for AI systems trustworthiness which contains terminology, concepts, high-level horizontal requirements, guidance and a method to contextualize those to specific stakeholders, domains or applications.”
* **JT021024 “AI risk management”**: The purpose of this standard is to define “requirements on risk management for AI systems” and provide “clear and actionable guidance on how risk can be addressed and mitigated throughout the entire lifecycle of the AI system.”

Once drafted, these standards may specify requirements for bias testing and documentation, covering for example the types of metrics to be used, documentation to be created and maintained, possible mitigations including debiasing methods and model constraints, or even how to define and compare appropriate groups in evaluating potential performance gaps. The types of tools available for measuring and mitigating bias which may be included in future harmonised standards are reviewed in Section 4.

## Will standards decide when AI is too biased or discriminatory?

Technical standards are rarely purely objective or value neutral. Rather, the standardisation process, and the choice of who gets a ‘seat at the table”, means they inevitably reflect certain commercial and societal interests, political norms, and moral values.[[24]](#footnote-25) At the same time they play a critical role in filling in key conceptual and practical gaps in enforcement of the law (see: Box 1).

AIA harmonised standards will address abstract normative concepts such as bias, robustness, performance, representation, and security. Implementing these concepts inevitably involves addressing challenging normative questions (e.g., When is a system safe enough? Which data biases are acceptable or “unwanted”, and why?) because these concepts mean different things to different parties.[[25]](#footnote-26)

Historically, when drafting standards with normative content (e.g., ISO 26000 which aims to define ‘social responsibility”), SSOs have monitored existing normative consensus as reflected in international laws and regulatory frameworks.[[26]](#footnote-27) Normative consensus refers to agreement on the meaning of normative concepts such as accountability, safety, or bias, or the best way to turn norms into practical requirements, as reflected in pre-existing laws, case law, government policies, regulations, or other frameworks with more democratic legitimacy than SSOs. Tracking consensus defers the need to address critical normative questions for SSOs, instead allowing AI developers and users to define concepts like fairness themselves, for example through fundamental rights impact assessments or risk management frameworks (see: Sections 4.3 and 4.5).

**Box 1: Conceptual gaps in the AIA**

The AIA does not provide definitions or requirements for many key concepts. The meaning of these concepts will be filled in through harmonised standards.

***Discrimination***

The AIA provides no definition of a discrimination risk, and no guidance on how to comply with non-discrimination law even though developers of systems are required to examine the data for “biases likely to lead to [...] discrimination prohibited under Union law” (Art 10(2)(f)).

***Explanation***

The AIA grants individuals a “right to explanation” (Article 86) but does not specify what constitutes an explanation.

In theory, CEN/CENELEC could tackle these normative questions directly. In practice, answers will likely come from other sources, especially impact assessments and risk management systems. SSOs have long faced concerns about democratic legitimacy,[[27]](#footnote-28) with standardisation processes often excluding impacted stakeholders with limited resources (e.g., time, expertise, staff), civil society, and the general public.[[28]](#footnote-29) These concerns contribute to the reluctance among SSOs to answer normative questions directly in standards.

This means that Equality Bodies should not expect AIA standards to answer the sort of questions they address day-to-day. For example, standards are unlikely to indicate whether a particular bias is intentional or unwanted, or whether a gap in performance is discriminatory or acceptable. They can provide methods and processes to measure bias or inequality in AI systems but are unlikely to say whether these biases and inequalities are (il)legal or (un)ethical.[[29]](#footnote-30)

# Bias in the AIA

AI systems are typically trained real-world data, meaning they learn the biases and inequalities that exist in society. These biases may advantage or disadvantage specific groups, objects, concepts, or outcomes. Even when working with data that appears unbiased, unintended or unwanted biases can still emerge in the resulting models. Mitigating biases can be particularly frustrating because eliminating one type can lead to the emergence or reinforcement of another; there is no such thing as an “unbiased” AI model or system.

Bias can be understood in both a neutral and normative sense. Neutrally, bias is simply an expression of preference for one state of affairs or class of things over another: for example, a positive preference towards, or negative prejudice against, certain groups of people, brand of cars, species of animals, or other classes of phenomena. AI systems that assign labels to data, classify cases, or predict outcomes (e.g., the likelihood of repaying a loan), cannot by definition operate without bias.

This is not the sense in which “bias” is typically discussed in the context of AI and regulation or ethics. Rather, it is the normative sense of the word. Biases become normative when a particular preference or prejudice is found problematic for social, ethical, legal, or other relevant reasons. AI systems that perform worse when classifying skin cancer with patients for darker skin tones, for example, would be expressing a problematic normative bias, owing perhaps to an imbalance of skin tone in their training data.[[30]](#footnote-31)

The usage of the term “bias” in the AIA aligns with the normative definition. In the AIA the concept appears in connection to “unfair biases,” “discriminatory impacts,” “biased results and discriminatory effects,” and impacts on fundamental rights (such as equality).[[31]](#footnote-32) Biases, as with equality, tend to be measured according to legally protected attributes (e.g., ethnicity, gender, age, religion).[[32]](#footnote-33)

**Box 2: Key definitions in the AIA (Article 3)**

**Training data**: Data used for training an AI system through fitting its learnable parameters.

**Validation data**: Data used for providing an evaluation of the trained AI system and for tuning its non-learnable parameters and its learning process in order, inter alia, to prevent underfitting or overfitting.

**Testing data**: Data used for providing an independent evaluation of the AI system in order to confirm the expected performance of that system before its placing on the market or putting into service.

**Input data**: Data provided to or directly acquired by an AI system on the basis of which the system produces an output.

**Performance**: Ability of an AI system to achieve its intended purpose.

**Risk:** Combination of the probability of an occurrence of harm and the severity of that harm.

**Bias:** Not defined.

**Accuracy**: Not defined.

**Robustness**: Not defined.

Bias is mentioned in many of the Recitals of the AIA,[[33]](#footnote-34) but only appears in two legally binding Articles. Article 10 on data and data governance requires providers of high-risk AI systems to examine their training, testing, and validation data sets for “possible biases that are likely to affect the health and safety of persons, have a negative impact on fundamental rights or lead to discrimination prohibited under Union law.”[[34]](#footnote-35) If identified, providers must also describe “appropriate measures to detect, prevent and mitigate possible biases.”[[35]](#footnote-36) These may include using special powers granted in Article 10(5) to process sensitive data for the purposes of bias detection and correction.

Bias is also linked to other essential concepts and requirements of accuracy, robustness, and cybersecurity through Article 15 (see: Box 2), which identifies the possibility of biases emerging in systems once they are placed onto the market. This is a question of system robustness, or systems being designed in such a way as to be resilient against “errors, faults or inconsistencies that may occur within the system or the environment in which the system operates.”[[36]](#footnote-37) As with bias, JTC-21 standards on robustness and other essential requirements are still forthcoming. At a minimum the risk management system created for AI risk systems will be a key mechanism to ensure robustness over the system’s lifecycle (see: Section 4.5).

**Box 3: Example of unwanted bias**

Imagine a CV screening AI system being used by an employer to decide who to invite for an interview. The system has learned that career breaks or short-term contracts are correlated with poor future job performance. This learned bias could inadvertently disadvantage candidates who have taken maternity or paternity leave. The unwanted negative association between parental status and merit (i.e., future job performance) is the type of harm of bias that debiasing and fairness methods aim to correct (see: Sections 4.1.2 and 4.1.3).

While the precise content of the forthcoming CEN/CENELEC bias-related standards remains unknown at this stage, existing research, development, and technical standards published by international SSOs with which CEN/CENELEC are collaborating can be used to predict their content. Two recent publications by from ISO/IEC on AI bias are particularly helpful:

1. **ISO/IEC TR 24027:2021**: A technical report on bias in AI systems and AI aided decision making;
2. **ISO/IEC TS 12791:2024**: A technical specification on the treatment of unwanted bias in machine learning.[[37]](#footnote-38)

Both documents will likely form the basis of a future international standard on AI bias from the International Organization for Standardization (ISO) and International Electrotechnical Commission (IEC). Bias has not yet been given a precise definition by CEN/CENELEC, but it is anticipated that the definitions of such key concepts (e.g., bias, performance, unfairness) will align with existing international standards. For example, ISO/IEC 24027 defines bias as the “systematic difference in treatment of certain objects, people or groups in comparison to others.”

**Box 4: Categories of bias from ISO 24027**

**Bias**: Systematic difference in treatment of certain objects, people, or groups in comparison to others.

**Human cognitive bias**: Bias that occurs when humans are processing and interpreting information. Can affect design decisions about data collection and labelling, system design, model training, and others.

*Types:* Automation bias; Group attribution bias; Implicit bias; Confirmation bias; In-group bias; Out-group homogeneity bias; Societal bias; Rule-based system design; Requirements bias.

**Data bias:** Data properties that if unaddressed lead to AI systems that perform better or worse for different groups. Data bias arises from technical design decisions and constraints and it can be caused by human cognitive bias, the training methodology chosen and variances in training infrastructure.

*Types:* Statistical bias including selection bias, sampling bias, coverage bias, non-response bias, confounding variables, non-normality; Data labels and labelling process bias; Non-representative sampling; Missing features and labels; Data processing bias; Simpson’s paradox; Data aggregation; Distributed training.

**Engineering decisions bias:** Biases in machine learning model architectures, including all model specifications, parameters, and manually designed features.

*Types:* Feature engineering; Algorithm selection; Hyperparameter tuning; Informativeness; Model bias; Model interaction bias including model expressiveness.

## Unwanted bias and fairness

Bias-related standards make a distinction between “unwanted” and intentional or acceptable biases (see: Box 3).[[38]](#footnote-39) There are many different types and sources of biases that can affect AI systems, each of which can be desired or unwanted to different degrees (see: Box 4). Unwanted biases are those which are not intentionally included in the system’s design or “intended purpose” as defined in a system’s technical documentation (which Equality Bodies can access), promotional materials, or instructions for deployers.[[39]](#footnote-40) They are undesirable or unintentional according to the AI provider or deployer’s preferences. Harmonised standards cannot define unwanted biases at a high level for precisely this reason—they are unwanted according to the provider or deployer of specific systems (see: Section 2.2). Efforts to make AI systems less biased and fairer tend to focus on mitigating unintended negative impacts in a model’s design or training, test, or validation data (see: Box 5).

Reflecting this, JTC-21’s draft bias management standard refers to “bias unwanted by the AI Provider and AI Deployer,” again suggesting that the types of biases relevant to the AIA are those that link to inequality, discrimination, or other fundamental rights impacts.[[40]](#footnote-41) One of the standards likely to influence the future harmonized bias standards, namely ISO 24027, likewise makes a distinction between the neutral and social senses of bias, saying that in a social context, bias has a clear negative connotation as one of the main causes of discrimination and injustice.” It refers to the issues caused by this type of socially problematic bias as issues of “fairness” and “unfairness.” Specifically, a fair AI output would be “a treatment, a behaviour or an outcome that respects established facts, beliefs and norms and is not determined by favouritism or unjust discrimination.”

Bias is about differences in treatment, whereas fairness is about the impact that treatment has on individuals, groups, organisations, and societies.[[41]](#footnote-42) This distinction between neutral and problematic (or “unwanted”) bias and its social impacts is helpful, but the definition of fairness leaves much room for interpretation. How, for example, can it be determined whether a particular instance of favouritism or discrimination caused by AI is acceptable or unjust? Methods for bridging the gap between non-discrimination law and statistical measures of bias are discussed below (see: Section 4.1.2.2).

**Box 5: Types of unfair impact of AI (ISO 24027)**

**Unfair allocation**: The system unfairly extends or withholds opportunities or resources in ways that have negative effects on some parties as compared to others.

**Unfair quality of service**: The system performs less well for some parties than for others, even if no opportunities or resources are extended or withheld.

**Stereotyping**: The system reinforces existing societal stereotypes.

**Denigration**: The system behaves in ways that are derogatory or demeaning.

**“Over“ or “under“ representation and erasure**: The system over-represents or underrepresents some parties as compared to others, or even fails to represent their existence.

The JTC-21 harmonised standards relevant to bias are unlikely to tell providers which biases are wanted or unwanted. Rather, whether a specific bias is desirable or unwanted must be decided on a context-specific basis. In practice, FRIAs and risk management systems for high-risk AI systems are intended to help identify and evaluate biases and their potential link to unfair or discriminatory impacts (see: Sections 4.3 and 4.5). Risk management systems may define expected distributions of data or outputs (e.g., errors, positive or negative outcomes) across relevant groups of people impacted by the system. They are also expected to decide which mitigations are necessary to correct unwanted impacts (e.g., forcing positive decisions to be distributed equally between male and female applicants).

Equality bodies should pay close attention to how AI providers decide whether a particular bias is desirable or unwanted through FRIAs and risk management systems. This process may itself be biased or not aligned with expectations of equality law, for example by ignoring biases impacting intersectional groups. Prior research on the difficulty and complexity of translating the concept of “equality” into technical bias measures and methods is highly relevant here to show how contextual and subjective the definition of “unwanted” bias can be.[[42]](#footnote-43)

Equality bodies will likewise want to examine datasheets and model cards provided as part of a system’s technical documentation (see: Section 4.1). Both types of documentation will describe the provenance (i.e., source, history, methods for collection, cleaning, labelling) of training, testing, and validation data. This information is crucial to identify possible biases, in particular historical and representational biases related to social prejudices or data gaps impacting particular demographic groups.[[43]](#footnote-44) Any such problems or gaps in a data’s provenance will have knock-on effects on AI systems that learn from the data and should be a starting point for investigations by Equality Bodies into potential discrimination caused by the system in question.

# Powers of Equality Bodies under the AIA

The AIA creates obligations for providers and deployers of high-risk AI systems to create and maintain various types of documentation throughout the system’s lifecycle (see: Box 6). Equality Bodies and other NFRAs nominated as Article 77 authorities have several important rights in this context.

**Box 6: AIA documentation requirements**

**Article 11**: Technical documentation for high-risk AI systems, including instructions for use by deployers.

**Article 53:** Technical documentation for general-purpose AI models.

**Article 27**: Fundamental rights impact assessments.

**Article 72:** Post-market monitoring data.

**Article 73**: Incident reporting.

**Articles 40-49:** Evidence in support of conformity assessments (may be identical to Article 11 documentation).

First, they have a **right to access** the documentation in “accessible language and format” by making a request to the MSA of the relevant Member State.[[44]](#footnote-45) It is worth noting that at this stage of implementation of the AIA it is unclear what type of language or format may qualify as sufficiently accessible. These terms could be interpreted narrowly as referring strictly to accessibility for readers with disabilities, or machine readability. However, a broader interpretation would follow Recital 72, which discusses requirements for instructions for use prepared by AI providers for AI deployers. Here, “accessible” documentation should include illustrative examples and information that is meaningful, comprehensible, and understandable to deployers based on their level of knowledge.[[45]](#footnote-46)

It is also worth noting the AIA stipulates NFRAs have access to “any documentation created or maintained” under the AIA that is “necessary for effectively fulfilling their mandates within the limits of their jurisdiction.”[[46]](#footnote-47) While the scope of “any documentation” is unclear at this stage of implementation of the AIA, given the broad formulation it is sensible to conclude that NFRAs will have access to all the types of data, analysis, and related documentation discussed below.

Second, Equality Bodies have a **right to request technical testing** if they find that the documentation provided is insufficient to determine whether fundamental rights have been or will likely be violated and have submitted a reasoned request to the MSAs.[[47]](#footnote-48) This could be the case, for example, where the documentation does not report results of a sufficiently broad range of fairness tests (see: Section 0), or fails to be written in an accessible format and language.[[48]](#footnote-49) Equality bodies may likewise have an opportunity to participate in any subsequent evaluation carried out by the MSA made on the basis of their request.[[49]](#footnote-50)

Third, Equality Bodies have the **right to be informed and request “full cooperation”** by MSAs whenever risks to fundamental rights, including equality and non-discrimination, are identified. In this way, Equality Bodies potentially possess unique powers to influence decisions of MSAs to call for corrective actions to AI systems based on post-market monitoring data.

As discussed above, Equality Bodies can collaborate with MSAs to access documentation and evaluate AI systems that require further testing. In this context, if a MSA has reason to believe a system poses a risk to fundamental rights, they are obliged to inform and cooperate with relevant NFRAs including Equality Bodies to evaluate the system. The MSA and NFRAs then cooperatively evaluate whether the high-risk system has fallen out of compliance with the AIA’s essential requirements (Chapter III). For non-compliant systems MSAs are required to compel the operator to “take all appropriate corrective actions to bring the AI system into compliance, to withdraw the AI system from the market, or to recall it within a period the MSA may prescribe.”[[50]](#footnote-51)

The rights to access and to request testing hold the potential to be much more robust than they may first appear. Equality Bodies can, through collaboration with MSAs, identify discriminatory or otherwise harmful AI systems and call for them to be brought into compliance with the AIA or withdrawn from the market.[[51]](#footnote-52) Imagine, for example, a case in which an Equality Body uses technical documentation to show that a system performs very poorly for certain intersectional demographic groups. If this risk was not noted and mitigated in the provider’s risk management plan, the Equality Body could potentially make a request to the relevant MSA to conduct further evaluation of the system under Article 79. Furthermore, if a risk to equality has been identified this also triggers an obligation by deployers and developers to cooperate “as relevant” with the Equality Bodies and other Article 77 authorities.[[52]](#footnote-53)

Article 79 thus provides perhaps the strongest enforcement mechanism available to Equality Bodies and other NFRAs under Article 77. Close collaboration with MSAs should thus be a key priority for Equality Bodies under the AIA.

Together, the rights to access documentation, request testing and compel collaboration by MSAs could be very powerful rights to help hold AI providers accountable for the impact of their high-risk systems on fundamental rights like equality.[[53]](#footnote-54) A broad range of documentation will be available to Equality Bodies and NFRAs, including (1) technical documentation for high-risk AI systems, (2) technical documentation for general-purpose AI models, (3) fundamental rights impact assessments, and (4) post-market surveillance data. Information provided in this documentation will be based on the harmonised technical standards discussed above, and kept up to date through (5) risk management systems AI providers must deploy along with their high-risk systems.

## Technical documentation for high-risk AI systems

Providers of high-risk AI systems are required to publish and updatetechnical documentationincluding instructions for use in a clear and comprehensive form describing how the system complies with the law and is intended to be used by deployers.[[54]](#footnote-55) This documentation will be an essential resource for Equality Bodies seeking to identify or assess potential cases of algorithmic discrimination.

Requirements for technical documentation for high-risk AI systems will be based on the requirements of Annex IV of the AIA (i.e., minimum required information). The documentation will contain information derived from a variety of testing and tuning methods and tools, reflected in technical standards and developed by researchers in recent years to analyse and reduce bias in AI systems. These tools and methods can help providers of high-risk AI systems meet their requirements to measure, document, and mitigate bias, and report how they did so in the system’s technical documentation. General categories of the tuning and testing methods and tools Equality Bodies can expect to see in the technical documentation include:

* Bias tests and de-biasing methods which focus on how individuals or groups are treated by a system. They can target training, test, and validation datasets or change model outputs with pre-, in-, and post-processing methods;[[55]](#footnote-56)
* Fairness metrics and enforcement methods which focus on measuring and mitigating the impact of biases (or differences in treatment) on people and society. These include individual, group, and counterfactual approaches, which are implemented in open-source toolkits;[[56]](#footnote-57)
* Transparency and explainability methods that produce explanations of how AI turns inputs into outputs globally (i.e., how the model behaves overall) or at a local level (e.g., how the model decides specific cases or classifies specific groups), as well as model inspection methods, interpretable models, and post hoc explanations addressing the causes or prevalence of biases in a model;[[57]](#footnote-58)
* Standardised documentation such as datasheets for datasets, model cards, nutrition labels (i.e., a simplified datasheet), and fact sheets for users;[[58]](#footnote-59)
* Impact assessments including human rights, fundamental rights, privacy, and equality impact assessments, as well as Algorithmic Impact Assessments;[[59]](#footnote-60)
* Documentation of ethics procedures within an organisation, for example reports from internal or external ethics review committees, model or dataset selection criteria, content moderation policies, and other relevant elements of requirements analysis.

Technical documentation under the AIA will likely be organized based on universal and sector-specific documentation standards developed by industry in recent years, including references to “datasheets” and “model cards” in Annex IV. For Equality Bodies it would be helpful to be aware of these two types of documentation in particular because they are well-established in the context of AI research and commercial AI development. Research is already underway on their utility, limitations, and effectiveness at improving the quality of AI research, products, and services, including identifying and mitigating biases.[[60]](#footnote-61)

Dataset documentation methods are designed to assist users and organisations considering adopting a specific AI system, model, or dataset to evaluate the suitability and limitations of a dataset for training models for specific tasks. This typically involves providing information on how the datasets were created and structured, including details about features, data sources, and the processes of data collection, cleaning, and distribution.[[61]](#footnote-62) Some methods also include standardized disclosures and statistical tests related to ethical and legal aspects,[[62]](#footnote-63) addressing issues like biases, known proxies for sensitive attributes (such as ethnicity and gender), and data gaps. Documenting these characteristics can help uncover problematic biases that machine learning systems might learn from the data, which developers and analysts might otherwise overlook.[[63]](#footnote-64)

Similar initiatives exist for trained machine learning models. “Model reporting” documentation is intended to accompany models when they are deployed in environments that differ from their training contexts. For instance, the “model cards for model reporting” initiative created a documentation standard that outlines various performance attributes and intended use cases, including how performance may vary across different cultural, demographic, phenotypic, and intersectional groups.[[64]](#footnote-65) User-oriented model documentation has also been proposed to boost user trust and adoption. One example is “FactSheets,” which would require AI providers to offer a standardized statement of conformity regarding the purpose, performance, safety, security, and provenance of their models in a user-friendly format.[[65]](#footnote-66)

The AIA has adopted the language of “datasheets” and “model cards” without explicitly endorsing any of the initiatives discussed above. The required structure and content of these types of documentation will be set through JTC-21 standards drawing on the technical documentation requirements set out AIA (see: Sections 4.1.1 and 4.2). They may nonetheless be a good fit to fulfil documentation requirements under the AIA because they are aimed at broad and diverse audiences and thus should be accessible in language and format.

### Scope of the technical documentation

Technical documentation for high-risk AI systems will need to cover many aspects, from general descriptions of the data and methods used to build, train, and validate them, to their intended uses and interactions with other technologies, as well as relevant human oversight, accountability, and cybersecurity measures. Table 1 points Equality Bodies towards the required elements of technical documentation that are relevant to bias and discrimination assessment and the respective components of the related technical standards.

Specific aspects of the documentation requirements laid down in Annex IV will be particularly relevant for Equality Bodies in measuring the types of AI biases and disparities discussed above (see: Section 2), in particular:

**General description of the AI system:** Providers must describe the system’s intended purpose, expected levels of accuracy, relevant hardware and software components, forms of deployment, documentation of physical products in which the AI system is embedded, user interface, and instructions for use. It is worth noting here that the “intended purpose,” “expected level of accuracy, and “reasonably foreseeable misuses” of the system are defined by the AI provider. This form of self-regulation presents a clear risk of “ethics washing” which Equality Bodies should monitor.[[66]](#footnote-67)

Effectively, the AIA only holds providers liable against standards they have self-defined. This creates a significant enforcement loophole which will likely severely limit provider liability for the downstream impact of their systems. If providers define a broad intended purpose, low expected levels of accuracy for particular groups, or a narrow range of potential misuses, their system may appear to function as intended and yet cause significant harm (see: Box 7). How these concepts are defined is thus a key consideration for Equality Bodies. Setting the “expected level of accuracy” low for historically underrepresented groups, for example, would mean a system with significant performance gaps between demographic groups would be “working as intended” because the expectation of disparity was built into its design. The intended purpose of the system can also narrow the scope of “foreseeable unintended outcomes and risks” and thus acts as a limitation on provider liability.

**Performance measures:** Providers will report the results of tests to measure various aspects of a system’s performance such as accuracy (i.e., how often the system makes the correct prediction), robustness (i.e., resilience against errors and unanticipated behaviours), and compliance with other essential requirements under Chapter III, including potential discriminatory impacts. These include measures that reveal performance gaps between demographic groups can assist Equality Bodies in investigating bias.[[67]](#footnote-68) More information is provided in Section 4.1.2.2.

Robustness measures may prove particularly relevant to Equality Bodies wishing to monitor how biases are reinforced by AI systems over time. The AIA notes a particular risk that “learning” systems, or those which continue to learn from the environment they are deployed in and thus change how they make predictions or decisions over time, may create bias-reinforcing “feedback loops.” Feedback loops occur when a system learns from its outputs; if these outputs are biased, that bias can be reinforced by using them as a source for further training. Providers are required to report on the possibility of such feedback loops and the steps taken to mitigate them.[[68]](#footnote-69)

**Data requirements:** Providers must provide datasheets describing training methods, techniques, and datasets used in building the AI system. These will include information about the data’s provenance, scope, characteristics, collection and selection, labelling, and cleaning, all of which can introduce, reduce, or amplify biases.[[69]](#footnote-70) Datasheets may prove to be a particularly accessible type of documentation because they present the above information in a consistent and concise format. More information on the possible content and utility of information on data requirements is provided in Section 4.1.3.

**Human oversight information**: Information on how the system’s functionality will be monitored and controlled over time, including how system outputs will be made understandable for deployers. The documentation should also discuss foreseeable unintended outcomes and risks to fundamental rights and discrimination (based on the intended purpose of the system).[[70]](#footnote-71)

Human oversight is intended to provide iterative assessment and control of a system, including monitoring and mitigation of emergent risks to health, safety, and fundamental rights.[[71]](#footnote-72) As discussed above, the “intended purpose” and list of “reasonably foreseeable misuses” created by the AI providers take on renewed importance in this context because they set the scope of emergent risks targeted by human oversight. Human oversight may in practice have a very narrow scope and miss emergent or novel risks to fundamental rights as a result.

Of particular interest for Equality Bodies is the requirement for providers to set an “expected level of accuracy” for specific groups of people. Deployers are required to oversee the system and report on how accuracy compares over time to the expected level of accuracy as originally defined by the AI provider. This would appear to mean that deployers will need to provide statistics to providers as part of their risk management and post-market monitoring procedures that can be directly used to measure group fairness (see: Section 4.1.2.1).[[72]](#footnote-73)

**Applied standards:** Providers must list the harmonised standards applied to the AI system. Where harmonised standards have not been used, providers must explain how the requirements of the AIA (Chapter III, Section 2) have been otherwise met, for example through usage of other relevant standards and technical specifications. This list will enable Equality Bodies to determine when a relevant bias, trustworthiness, or risk management harmonised standard has been followed.[[73]](#footnote-74)

**Box 7: Ethics washing biased AI systems**

Imagine an AI system designed for skin cancer screening that has high accuracy for patients with lighter skin tones and low accuracy for patients with darker skin tones. The AI provider can hide or “wash” this disparity in two ways. First, they can describe the intended purpose as “skin cancer screening for lighter skinned patients.” The system’s high accuracy for this group would mean it is fulfilling its intended purpose and would not appear as biased. Second, the manufacturer could deploy the system for both groups but define the “expected level of accuracy” as high for the lighter skinned patients and low for darker skinned patients. From an equality perspective, the relevant question is whether a system with comparably high accuracy has been developed and deployed for patients with darker skin tones. The intended purpose and expected level of accuracy do not answer this question.

### Understanding bias in performance measures

The most critical component of technical documentation that Equality Bodies should look at are the so-called “performance measures.” In this context “performance” is a generic term used as a placeholder for other attributes that measure some aspect of system functionality, for example, the rate at which the model makes correct (i.e., accuracy) or incorrect predictions (i.e., error rate). They are most commonly used for AI systems performing classification tasks, meaning the system is classifying or predicting something about a person or data point (e.g., labelling a person as a “high risk borrower”, predicting whether a person will commit a crime in the future).

Performance measures are relevant for monitoring discrimination because they can reveal gaps in how a system treats different groups of people. These gaps, or disparity in treatment or outcomes between groups, may be discriminatory for systems used in sectors regulated by non-discrimination law. They can show, for example, that a system is more likely to rank male applicants highly than female applicants, or Black pedestrians are more likely to be incorrectly identified and stopped by police than white pedestrians.[[74]](#footnote-75)

A variety of tests have been created in recent years that use performance measures to identify and mitigate biases in AI systems. Broadly, these tools can be separated into two types: fairness metrics that use statistics to measure performance gaps affecting individuals or groups of people, and fairness enforcement methods that correct bias by forcing a model to behave “fairly.” These methods are explored in the following two sections.

**Table 1: Technical documentation requirements for high-risk AI systems**

|  |  |  |
| --- | --- | --- |
| **AIA Technical documentation requirement (Annex IV)** | **Relevant JTC 21 harmonised technical standards for AI systems[[75]](#footnote-76)** | **Components relevant to Equality Bodies**  |
| **General description of the AI system**, including: Intended purpose; Planned interactions with other AI systems; A list of software, firmware, and hardware used; Forms of deployment on the EU market; Documentation of physical products in which the AI system is embedded; Description of the user interface; Instructions for use for the deployer. | Risk management systems. | Model cards, datasheets. |
| **Performance measures**, including: Level of accuracy, including metrics, robustness, and cybersecurity measures used for testing and validation, and known or foreseeable circumstances that could impact these aspects; Known or foreseeable circumstances that pose a risk to health and safety or fundamental rights; Capabilities of the system to provide information to explain outputs; Performance for specific individuals and demographic groups. | Governance and quality of datasets; Transparency and information provisions for users; Accuracy specifications; Robustness specifications; Cybersecurity specifications. | Fairness metrics, model cards, datasheets, FRIAs and other impact assessments. |
| **Data requirements** including datasheets describing training methods, techniques, and datasets used in building the AI system, as well as the data’s provenance, scope, characteristics, collection and selection, labelling, and cleaning. | Governance and quality of datasets. | Datasheets, debiasing methods for models and training, test, and validation datasets. |
| **Information to aid in interpretation of system outputs by deployers.** | Transparency and information provisions for users. | Model cards, datasheets fairness metrics. |
| **Risk management system.** | Risk management systems. | Risk register. |
| **Planned changes to the system and its performance.** | Quality management systems for providers of AI systems, including post-market monitoring processes. | Generally relevant. |
| **Human oversight information.** | Human oversight. | Generally relevant. |
| **Required computational and hardware resources**, including details of the system’s anticipated lifetime and maintenance. | Quality management systems for providers of AI systems, including post-market monitoring processes | Generally relevant. |
| **Mechanisms to collect, store, and interpret event logs.** | Record keeping through logging capabilities. | Generally relevant. |
| **Post-market monitoring plan.** | Quality management systems for providers of AI systems, including post-market monitoring processes. | Generally relevant. |

Before discussing them, it is worth noting that both fairness metrics and enforcement methods have been implemented in a range of open-source fairness toolkits. Equality Bodies that have in-house technical expertise can use these toolkits to measure performance gaps in AI models or datasets made available to them. Some toolkits such as Fairness Measures, TensorFlow Fairness Indicators, FAT Forensics, and FairTest focus solely on measuring bias.[[76]](#footnote-77) Other toolkits include methods for “debiasing” datasets and models, including Themis-ML, Aequitas, and OxonFair, the latter of which provides recommendations for matching tests to specific use cases.[[77]](#footnote-78) By far the most popular toolkits are IBM AI Fairness 360 and Microsoft Fairlearn, but both have significant drawbacks and limitations,[[78]](#footnote-79) meaning there is not a single “one size fits all” toolkit that should be used in practice by AI providers, deployers, or Equality Bodies.[[79]](#footnote-80)

#### Fairness metrics to statistically measure performance gaps

In recent years researchers have created many statistical measures to measure unwanted biases and the fairness of AI systems.[[80]](#footnote-81) “Fairness metrics” are a mathematical formula to measure differences in performance affecting certain individuals or groups. Terminology in the field is inconsistent so these types of metrics are also sometimes called “bias tests.”

A variety of types of metrics have been proposed, including those that measure differences between individuals and groups, counterfactual measures (i.e., a measurement in which a person’s protected attribute is “flipped” to see the impact it has on the model), and fairness through unawareness which involves hiding sensitive attributes from the model to determine whether similar individuals receive similar outcomes when their only difference is a sensitive attribute (e.g., different genders).

By far the most popular approach to measuring fairness is a category of metrics called “group fairness.” These metrics compare performance between demographic groups according to one or more characteristics such as accuracy, recall, precision, or others (see: Box 8). They define a “fair” AI model as one in which a chosen performance gap(s) between groups are reduced or eliminated, typically while keeping the system as accurate as possible.[[81]](#footnote-82)

Consider a hypothetical example: we are using an AI system for cancer screening. The system predicts whether a person currently has cancer. Each person can receive either a positive or negative prediction, meaning the system predicts they either have cancer (positive) or do not have cancer (negative). This prediction may or may not be correct, leading to four possible outcomes:

* **True positive**: Patients with cancer correctly predicted to have cancer.
* **False positive**: Healthy patients incorrectly predicted to have cancer.
* **True negative**: Healthy patients correctly predicted to be healthy.
* **False negative**: Patients with cancer incorrectly predicted to be healthy.

At their most basic, many group fairness metrics are simply different ways of balancing how frequently different groups of people experience true/false positives and true/false negatives measured against the “ground truth.” Here, “ground truth” means how things are in reality; for example, if a system is predicting cancer, the “ground truth” is whether or not the person being screened actually has cancer.[[82]](#footnote-83) A common way of presenting the system’s performance in this regard is with a “confusion matrix” which reports how frequently different groups of people experience true/false positives and true/false negatives.

It would be impossible to review all known fairness metrics. Hundreds have been developed in recent years that focus on different performance characteristics or balance performance between groups in different ways.[[83]](#footnote-84) When Equality Bodies receive information on fairness metrics, it would be useful to know why the AI provider chose to use particular metrics over others. Different metrics serve different purposes and answer different questions and can be used both to highlight and hide unfairness, or gaps in performance between groups (e.g., how more frequently incorrect predictions are made by an AI system about patients of a certain ethnicity). Different fairness metrics will have different justified uses, based for example on the type of harm or error we might be looking for, such as overtreatment or undertreatment of particular patient groups.[[84]](#footnote-85) The AIA technical documentation requires providers to comment on the appropriateness of the chosen performance metrics, for example by drawing on harmonised standards.[[85]](#footnote-86) In this context, it is helpful to review some of the most popular group fairness metrics to understand the different types of performance gaps they measure and under what conditions they can be justifiably used in practice (see: Table 2)

**Box 8: Measuring performance**

Fairness metrics measure many types of performance characteristics, such as:

* **Accuracy**: The rate at which the model makes the correct prediction.
	+ *Example*: A model that correctly labelled 6 out of 10 pictures of dogs as “Dog” would have 60% accuracy.
* **Recall**: The rate at which the model correctly predicts true positives.
	+ *Example*: A cancer screening model would have perfect recall if it correctly identified all people who eventually developed cancer in the future.
* **Precision**: The rate at which the model correctly predicts true positives divided by the total number of positive predictions.
	+ *Example*: A model that labelled 10 pictures as “Dog”, but only 7 pictures were of dogs and 3 were of cats would have a precision rate of 70%.

#### Using fairness metrics to assess equality

Fairness metrics will be very useful to investigate discrimination under the AIA. Providers of high-risk systems are required to report evidence of performance gaps between protected groups at various points (see: Sections 4.1, 4.4 and 4.5). Fairness metrics can be used by Equality Bodies to determine the severity of these gaps and identify those which may constitute illegal disparity. They are primarily used for testing models to identify performance gaps between groups of people. They help identify potentially discriminatory gaps, for example in how often different demographic groups receive positive decisions, but do nothing to correct them. Any gap in performance between groups can indicate potential illegal disparity requiring further investigation.

**Table 2 - Comparison of group fairness metrics. Adapted with permission[[86]](#footnote-87)**

|  |  |  |  |
| --- | --- | --- | --- |
| **Fairness metric** | **Description** | **Justified use** | **Example** |
| Demographic Parity | Different groups should receive positive outcomes at the same rate. | Situations where historic data is expected to be prejudicial, and there is no agreed upon ground-truth. | Hiring, offering loans, access to education, representation in the media.  |
| Equal Opportunity  | Different groups should experience false negatives at the same rate.  | Situations where there is agreed up on ground-truth and the overwhelming harm comes from false negatives. | Cancer or other serious illness screening. |
| Predictive Parity | Different groups should have the same precision rate. | Situations where there is agreed up on ground-truth and the overwhelming harm comes from false positives. | Misidentification as a known person of interest to the police. |
| False positive error rate balance | Different groups should receive false positives at the same rate. | Situations where there is agreed up on ground-truth and the overwhelming harm comes from false positives. | Misidentification as a known person of interest to the police. |
| Equalized odds  | True positive and false positive rates should be the same for different groups. | Combination of Equal Opportunity and False positive error rate balance.  | Treatment of illness by performing risky surgery.  |
| Overall accuracy equality | Accuracy rates are the same across different groups. | Situations where there is agreed up on ground-truth and the harm of misclassification is the same regardless of how people are situated. | Offering someone left- or right-handed scissors. |

Equality bodies will typically not be able to use fairness metrics directly, as doing so requires access to the AI system or a set of labelled model outputs (e.g., all of the positive and negative loan decisions made by a system). However, Equality Bodies can use test results reported in technical documentation to assess equality in specific use cases and for demographic groups and request additional testing with specific metrics when discrimination is suspected. To understand how, we must first look at the implementation of non-discrimination law to see (1) how disadvantaged and comparator groups are defined in practice, (2) how courts recommend groups be compared to identify *prima facie* discrimination, and (3) how these concepts and method can be translated for equality in AI.

Non-discrimination law distinguishes between direct and indirect discrimination. Direct discrimination occurs when an individual or group is treated unfairly explicitly due to a particular protected characteristic; for example, a rule to not admit female applicants to a particular university programme would be directly discriminatory. Indirect discrimination, on the other hands, occurs when a seemingly neutral rule, practice, or criterion nonetheless has a discriminatory impact on a particular demographic group. Intent is not required to prove indirect discrimination; rather, it is only required to demonstrate a substantial and disproportionate impact on a particular group, regardless of the intent of the discriminating individual or organisation.

Of the two types, indirect discrimination will be far more common in AI systems.[[87]](#footnote-88) Helpfully, prior research has shown that statistical measures (see: Section 4.1.2.1) can be broadly divided between those that align with “formal equality” or equal treatment (i.e., “bias preserving” metrics) which are relevant for protection against direct discrimination, and those that align with “substantive equality” or levelling the playing field (i.e., “bias transforming” metrics) which are relevant for protection against indirect discrimination.[[88]](#footnote-89)

To bring a case of indirect discrimination under EU non-discrimination law a claimant must establish that *prima facie* discrimination has occurred. Evidence must be provided to show that (1) a particular harm has occurred or is likely to occur; (2) the harm manifests or is likely to manifest significantly within a protected group of people; and (3) the harm is disproportionate when compared with others in a similar situation. If these requirements can be met the burden of proof shifts to the alleged offender, such as the AI deployer.[[89]](#footnote-90) They can then provide counterevidence and arguments to show that the contested AI decision (i.e. the “contested rule or practice”) is actually justified, or otherwise refute the claim’s basis.[[90]](#footnote-91)

Defining the disadvantaged group(s) and comparator groups is a key aspect of bringing a case. These groups are typically defined by protected traits such as age, ethnicity, gender, sexual orientation or religious beliefs, disability, or others. Critically, they can be defined in a broad (e.g., all female applicants) or narrow way (e.g., female applicants based in London), and may be intersectional (e.g., Black female applicants under the age of 40).[[91]](#footnote-92) Discrimination affecting broad, narrow, or intersectional groups can disappear if the size or scope of the groups being compared changes; imagine, for example, discrimination experienced by Black female applicants which disappears when focusing on Black or female applicants only. Equality bodies should be vigilant about how AI providers define the groups they are measuring as reported in the system’s technical documentation; single characteristic groups (e.g., women) are often the default, which may hide illegal disparity affecting only intersectional groups (e.g. Black women).[[92]](#footnote-93)

With test results in hand and appropriate groups defined, the question then becomes how to use the results of fairness metrics to determine whether an AI system is causing discrimination. The European Court of Justice (ECJ) has previously described their “gold standard” approach to assessing *prima facie* discrimination. There are three general options to assess whether a particular rule, practice, or decisions made by an AI model is discriminatory: examine its effect on (1) the disadvantaged group, (2) the comparator (advantaged) group, or (3) both groups. The ECJ’s preferred approach is the third option.[[93]](#footnote-94)

Assuming sufficient and broad ranging evidence about performance gaps impacting specific groups have been provided, Equality Bodies can carry out the analysis described above. However, Equality Bodies may find that the evidence provided is deficient because it (1) does not report the results of multiple fairness metrics reporting on different performance gaps (e.g., precision, recall, error rates) or (2) narrowly defines impacted groups meaning intersectional discrimination can be hidden. In such a case, they can make a request to the relevant national MSA to carry out further specific tests with additional fairness metrics or groups. Further, it may be possible for Equality Bodies to participate fully in any evaluation carried out by the MSA after the request has been made.[[94]](#footnote-95)

#### Fairness enforcement methods to make AI systems behave “fairly”

A variety of fairness enforcement methods have been proposed to fix the performance gaps identified by fairness metrics. They do so by enforcing a particular fairness metric on the model. In practice, this means changing how the model makes predictions, assigns labels, or classifies cases, or hiding protected attributes from it entirely (i.e., “fairness through unawareness”)[[95]](#footnote-96); for example, if we want to ensure men and women receive positive loan decisions at the same rate in the interest of equality (i.e., “Demographic Parity”), we could force our model to give out positive decisions equally between these groups. This change would likely reduce the overall accuracy of the model which can be harmful in itself.

Equality bodies should thus be aware that using fairness enforcement methods comes at a cost, and often increases avoidable harms to health, safety, and fundamental rights while reducing a system’s overall accuracy.[[96]](#footnote-97) Fairness metrics translate the concept of equality in simplistic terms to mean simply reducing or eliminating performance gaps between groups of people. The easiest way to eliminate such gaps is to “level down,” or make the system perform equally badly for all affected groups.[[97]](#footnote-98)

This approach can needlessly harm people by reducing the system’s accuracy. In the case of cancer screening, for example, it would mean misdiagnosing more cases of cancer than is strictly necessary solely to ensure all groups of patients are diagnosed with the same accuracy. Imagine our cancer screening system is more accurate for men than women. If we want to make the “recall” rate even between men and women (see: Box 8) while keeping accuracy as high as possible, which means we would catch more cases of cancer in women than would otherwise be the case, we can “level down.” This means forcing the model to be more likely to diagnose women as having cancer and men as not having cancer, even if it has low confidence in its prediction. By doing so we can balance the recall rate between men and women while losing as little accuracy as possible. The cost is that we harm more male patients by misdiagnosing them more frequently than would have otherwise been the case.[[98]](#footnote-99)

While levelling down problematically ignores the contextual and non-quantifiable aspects of equality and pursues equal treatment while failing to achieve substantive equality, it is nonetheless an appealing approach for AI providers and deployers. It can “solve” fairness problems without needing any additional resources or data.[[99]](#footnote-100) To protect citizens, Equality Bodies should be vigilant in identifying such “cheap” or “simple” solutions to questions of equality in AI.

Thankfully, in recognition of these challenges, the usage of fairness enforcement methods in real world uses of AI is relatively rare. Nonetheless, if an AI provider reports that they are using methods to enforce fairness on their model, Equality Bodies should be ready to investigate the costs and harms of doing so to determine whether levelling down has occurred. Certain fairness toolkits such as OxonFair can help identify levelling down and enforce fairness through “levelling up” as an alternative, which prevents introducing avoidable harms in the pursuit of equality in AI.[[100]](#footnote-101)

### Understanding bias in data requirements

Data requirements reported in the technical documentation are essential to enable Equality Bodies to effectively investigate algorithmic discrimination. Bias in data needs to be addressed throughout an AI system’s lifecycle, from the inception stage where organisational needs are identified, through “design and development, verification and validation, to operations and retirement.”[[101]](#footnote-102) In the context of the AIA, organisations procuring AI systems or models from third party providers have an interest in understanding how bias has been addressed throughout the pre-usage lifecycle. Information about their approach to bias measurement and mitigation may be reported in relevant model cards or datasheets, as well as the instructions for use and technical documentation created by the AI provider. Overlap should thus be expected between information on performance measures and data requirements.

Figure 1 - A simplified sequential view of the AI system lifecycle. In reality, these phases are iterative rather than sequential. Bias can be introduced, measured, and mitigated at all phases.

Figure 1 shows a simplified sequential view of an AI system’s lifecycle. In principle AI providers can examine and correct for data bias at each phase of the lifecycle, but in practice their investigation may be limited to one or more phases. Equality Bodies should be aware of the types of information and testing that may be produced at each stage and reported in the system’s technical documentation, and how this information can help investigate AI biases and discrimination arising from the data used to build and run high-risk AI systems.

In the inception phase (Phase 1), providers can assess potential data biases in the earliest phases of a system’s development. Specifically, decisions about the requirements the system should fulfil, the resources that should be used to build it (e.g., datasets, algorithms), and its “intended use” can all be biased. The types of information produced in this phase that will be relevant to Equality Bodies include model cards and datasheets that document known biases in selecting appropriate data sources for completeness, accuracy, timeliness, consistency, and representativeness; methods and criteria to be used by the provider for labelling, cleaning, and filling in missing data; choice of training, testing, and validation datasets; and choice of algorithm to train any models.

Design and development (Phase 2) focuses on building the system. Once choices are made about which datasets, models, or algorithms to use, decisions must still be made about how precisely to use these to build the system. For example, feature engineering, or the process through which training data are transformed into features that can be processed by an AI system, involves key decisions about how the model will learn from the chosen datasets. For example, which specific features or characteristics included in the dataset should be used? How should “good” and “bad” individual datapoints be distinguished in practice?[[102]](#footnote-103) How should incomplete datapoints be handled? For Equality Bodies, answers to these and similar questions will likewise be reported in model cards, datasheets, and other documentation, and can indicate potential performance gaps and biases if, for example, incomplete records are more common among certain groups in the dataset.

Training and tuning (Phase 3) can involve removal of unwanted biases from training data or changes to how the model uses specific datapoints or features to reduce biased behaviour. The simplest approach to debias a system is by removing relevant protected attributes (e.g., gender, ethnicity) from the training data. This technique is unreliable because it does not remove proxy features that are strong indicators of protected attributes, such as home ownership or music taste as proxies for age.[[103]](#footnote-104) Proxy variables mean protected attributes (e.g., gender, ethnicity) can still influence the predictions or decisions made by a system even when the protected attribute is not recorded or available to the system. Other methods target how we choose which data and features to use. A variety of “re-weighting” methods can raise or lower the importance of certain records in the training dataset to reduce the significance of gaps, for example when we have less or worse data from specific age or ethnicity groups. Equality Bodies should be aware of any specific methods used to debias datasets or models, as these may be used by providers to reduce potentially discriminatory performance gaps or promote positive equality by improving system performance for underrepresented or marginalised groups.

Verification and validation (Phase 4) investigate potential defects and biases in a system before deployment. Validation is performed by setting aside some data during the training and tuning phase, what is called a “hold-out” or validation dataset, meaning it is data the system has not seen before. This “hold-out” data is then used to test the generalizability and robustness of the system once built and identify implicit biases that were previously missed in earlier phases. Equality Bodies should pay attention to whether validation occurred, which data it used, and who performed it. Ideally, validation will involve adversarial testing with a variety of stakeholders that will be affected by the system to identify the broadest possible range of biases and performance gaps.

Deployment (Phase 5) involves making deployers, users, and people affected by AI systems aware of its limitations and biases through documentation and training. In practice this can occur by sharing “data requirements” elements of the Article 11 technical documentation with relevant stakeholders (see: Section 4.1.1). Additionally, the AIA requires instructions for use to be prepared by AI providers and given to deployers. Ideally, these instructions will include information about the performance of the system across a variety of use scenarios, and will make clear any known performance gaps, biases, or limitations that could affect real-world performance and lead to discrimination against specific groups of people affected by the system. All these aspects of deployment documentation will be directly and self-evidently relevant to Equality Bodies investigating AI bias and discrimination.

## Technical documentation for general-purpose AI models

Independent of the requirements discussed above for high-risk AI systems, providers of general-purpose AI models (GPAI) and general-purpose AI models with systemic risks must also draw up separate technical documentation.[[104]](#footnote-105) Requirements are described in Article 53 and Annex XI of the AIA. It must be noted that at this stage of implementation of the AIA it is unclear whether Equality Bodies and NFRAs will have access to documentation for GPAI models. The documentation will be handled by the AI Office and national competent authorities rather than the MSAs that facilitate access to documentation for high-risk systems.[[105]](#footnote-106)

GPAI models are large models capable of competence performance on a wide range of distinct tasks. They are distinct from AI systems that can perform well only on a narrow range of well-defined tasks. Examples include generative AI systems such as ChatGPT, Google Gemini, Stable Diffusion, or DALL-E which can generate text, images, video, or audio from text prompts.

GPAI technical documentation is designed to explain their capabilities and limitations for providers planning to integrate the model in an AI system. It needs to include information on “methods to detect identifiable biases” used by the model provider.[[106]](#footnote-107) In this context it is important to note the distinction made in the AIA between providers of (1) general-purpose AI models and (2) high-risk AI systems, and AI deployers, each of whom face different requirements under the law. Understood hierarchically in terms of size and scope, general-purpose models can be integrated into high-risk AI systems, which are then deployed in specific use cases (see: Figure 2).

As with high-risk AI systems, Equality Bodies should pay special attention to documentation on data requirements. Many GPAI models are trained on large corpuses of text from the open Internet containing a broad variety of problematic biases. Information about data sources can be helpful in identifying potential biases, and linking specific models to prior research on bias, disinformation, and similar topics on particular Internet platforms (e.g., Reddit, Google, Twitter). The impact of these biases can be seen, for example, in generated text that features hate speech or biased language (e.g., associating certain jobs with gendered language),[[107]](#footnote-108) or generated images displaying gender or ethnicity biases (e.g., associating “beauty” with light skin tones).[[108]](#footnote-109)

**Box 9: Technical documentation of GPAI models**

* General description of the general-purpose AI model, including:
	+ Intended purpose and types of AI systems it can be integrated in;
	+ Acceptable use policies;
	+ Date of release and methods of distribution;
	+ Architecture and number of parameters;
	+ Modalities (e.g., text, image, audio) of its inputs and outputs;
	+ Licence (e.g., open-source, proprietary);
* Technical means required for integration into an AI system;
* Design specifications of the model and training process;
* Data requirements (as above);
* Computational resources used for training;
* Known or estimated energy consumption.



Figure 2 - Relationship between providers and deployers, and AI models and systems

Technical documentation for GPAI models with systemic risks includes further requirements to describe the evaluation strategies and criteria, measures in place for adversarial testing, and a detailed description of the system architecture.[[109]](#footnote-110) This information may differ substantially from technical documentation provided for high-risk AI systems because GPAI models often perform fundamentally different tasks which are affected by different types of biases. Whereas traditional predictive AI systems are often used to *classify* cases, apply *labels* to data, or make *predictions* about people, GPAI models are often used to *generate* content such as text, images, audio, or video. Bias in this context may thus be less about the *distribution* of resources or errors between different groups of people, and more about their *representation* in the generated text, audio, image, video, or other formats, for example whether certain groups described using gendered language, outdated stereotypes, or social prejudices. Theories to understand how bias emerges in GPAI models, as well as methods to measure and mitigate it, are still at a relatively early stage of development.[[110]](#footnote-111)

Regardless, Equality Bodies may be particularly interested in the adversarial testing details which describe how the system was tested to identify when, how, and why it fails or produces biased or harmful outputs (e.g., hate speech, incorrect answers, non-human language). Methods and standards for adversarial testing of GPAI models are still in a relatively early stage of development, but Equality Bodies should ideally stay abreast of developments in this field to assess whether the testing or “red teaming” approach used by providers is robust.

## Fundamental rights impact assessments

The fundamental rights impact assessment (FRIA) is another highly relevant documentation requirement for Equality Bodies. According to Article 27 of the AIA, deployers of certain high-risk AI systems are required to carry out a fundamental rights impact assessment (FRIA) prior to the system being placed onto the EU market.[[111]](#footnote-112) FRIAs describe (1) the categories of people affected by the system, (2) the specific risks they face of harm to their fundamental rights, and (3) the measures taken by the deployer to identify and mitigate those risks.[[112]](#footnote-113) Anticipated harms to equality and non-discrimination are among those that should be identified.

FRIAs are required of deployers, not providers. The impacts identified may thus differ from those identified by the provider through Conformity Assessment and as reported in a system’s technical documentation. In particular, it is assumed that deployers will better be able to account for contextual and case-specific factors posing potential impact on fundamental rights which cannot be captured by providers in the development phase.[[113]](#footnote-114)

It is worth noting that the range of AI deployers required to conduct FRIAs is very limited.[[114]](#footnote-115) FRIAs only apply to deployers involved in the public sector.[[115]](#footnote-116) Companies in the private sector are excluded, except in cases where they are (1) providing a public service, (2) creditworthiness checks, or (3) risk assessment or pricing for life or health insurance.[[116]](#footnote-117) AI for critical infrastructure is also excluded.[[117]](#footnote-118) The range of deployers which must carry out a FRIA is thus rather limited, excluding key sectors where pre-existing biases and inequalities are widely documented such as employment, education, and much of the financial sector.[[118]](#footnote-119)

A further limitation is also worth mentioning. Even in cases where deployers would normally be required to carry out a FRIA, they can avoid this obligation if another actor (i.e., the system provider or another deployer) has already carried out a FRIA (or equivalent impact assessment) on the system. This may be the case, for example, where a provider has conducted a self-assessment to argue that their system should not be classified as high-risk, even if it falls within the scope of high-risk systems listed in Annex III.[[119]](#footnote-120) The range of cases in which FRIAs will be conducted may thus be very limited in practice.[[120]](#footnote-121)

Following standard procedures for human rights impact assessment (HRIA) and risk management, FRIAs will need to include at least three phases: “(i) a planning and scoping phase, focusing on the main characteristics of the product/service and the context in which it will be placed; (ii) a data collection and risk analysis phase, identifying potential risks and estimating their potential impact on fundamental rights; (iii) a risk management phase, adopting appropriate measures to prevent or mitigate these risks and testing their effectiveness.”[[121]](#footnote-122) FRIAs are not intended to only describe the risks posed by the system, but rather show (with evidence) how the measures proposed to mitigate them will be effective in practice.[[122]](#footnote-123)

Even though conformity assessments carried out by AI providers also address a system’s potential impact on fundamental rights, they are distinct from FRIAs carried out by deployers. For one, providers and deployers will have different contextual knowledge about the proposed use case and environment, and thus may come to different conclusions about the nature and degree of risks to fundamental rights. Conformity assessment must also follow harmonised standards established by CEN/CENELEC, whereas FRIAs are intended to be self-guided and require reporting to MSAs based on a template questionnaire to be developed by the AI Office.[[123]](#footnote-124)

The expected effort and depth to conduct a FRIA appears to be low. The AI Office has been tasked with developing a FRIA template consisting of a questionnaire that can be implemented in an automated tool. This approach raises concerns that, as has happened historically with many other impact assessment and ethics procedures, the FRIA may become a mere checklist “tick box” exercise rather than an in-depth, context-sensitive, critical form of assessment.[[124]](#footnote-125)

Equality bodies appear to have access to the results of FRIAs. Deployers must report results of FRIAs to relevant MSAs, from whom Equality Bodies and other NFRAs can request access to any documentation prepared within the scope of the AIA (see: Section 4).[[125]](#footnote-126) FRIAs will be valuable for Equality Bodies because they will provide information about proposed real-world uses of the system, including biases and potentially discriminatory performance gaps that deployers assess as likely to arise in practice. Deployers are duty-bearers under non-discrimination law, so FRIAs are the quickest way for Equality Bodies to understand how AI systems are likely to be used by organisations that fall within their remit as NFRAs. However, a key limitation must be noted. FRIAs are conducted before AI systems are deployed, meaning they will not provide evidence of how fundamental rights are impacted “in practice” once a system is being used. Rather, post-deployment impact is intended to be measured through post-market surveillance.

## Post-market surveillance

Article 72 of the AIA stipulates that providers of high-risk AI systems are required to conduct post-market monitoring to identify risks and harmful impacts of their AI products and services once they have been deployed on the market. Post-market monitoring originates in medicine and pharmaceuticals where the aim is to assess the long-term efficacy of a product on patient groups and identify any emergent risks, impacts on health, and unforeseen interactions. In the context of AI, post-market monitoring will involve gathering data about the performance and safety of AI products and services after being placed on the market to assess their long-term compliance with AIA requirements and identify any emergent risks, including new or reinforced biases against specific groups of people.

This type of monitoring is extremely important for Equality Bodies. Providers must report adverse events, such as harms to fundamental rights, health, and safety, to their national MSAs. Article 73 requires MSAs to subsequently inform Equality Bodies and other NFRAs listed under Article 77. This means that Equality Bodies will receive up-to-date information about actual harms created by high-risk AI systems on the EU market. This information will be essential for Equality Bodies to identify use cases of AI requiring further investigation to determine whether a particular use case or adverse event amounts to discrimination under non-discrimination law.

## Risk management system

There is one final documentation requirement relevant to Equality Bodies. Article 9 of the AIA requires providers of high-risk AI systems to implement a risk management system, understood as “a continuous iterative process planned and run throughout the entire lifecycle.” Risk management seeks to identify, analyse, evaluate the likelihood, and mitigate known and foreseeable risks for health, safety, or fundamental rights.[[126]](#footnote-127) This analysis covers the system’s entire lifecycle, meaning it also considers information gathered through post-market surveillance. Risk management is an umbrella process covering the following aspects of AI system governance:

* Technical documentation for high-risk AI systems, including instructions for use by deployers (Article 11 and Annex IV);
* Technical documentation for general-purpose AI models (Article 53 and Annex XI);
* Fundamental rights impact assessments (Article 27);
* Post-market monitoring data;
* Incident reporting;
* Evidence in support of conformity assessments (Chapter 3, Section 5).

Equality bodies should be particularly interested in the testing aspects of the risk management system. Once risks have been identified by a provider, any proposed management strategy must first be tested before the system is placed onto the market.[[127]](#footnote-128) In cases where biases and discriminatory outputs are identified by providers, fairness and debiasing methods will likely be among the proposed mitigations. Equality Bodies should request results of bias tests and fairness mitigations under their right to access documentation (see: Section 4). This may prove to be invaluable information to evaluate whether *prima facie* discrimination has occurred in particular uses of high-risk AI systems.

Risk management requirements are relevant to Equality Bodies because risk management processes will monitor how risks to fundamental rights, health, and safety emerge and change post-deployment. Documentation related to risk management systems will be accessible by Equality Bodies. Assessment of bias across a system’s lifecycle is essential given the possibility of feedback loops and biases emerging or being reinforced as systems learn and change over the course of their deployment. New risks can emerge over time, and risk management is the process through which they are identified, categorized, and communicated to NFRAs.

# Open challenges for Equality Bodies

Equality bodies seeking to use technical and organisational tools to measure algorithmic bias and discrimination face a variety of challenges and ambiguities which cannot be resolved directly by technical standards. These challenges nonetheless indicate future directions of valuable work to be undertaken by Equality Bodies to ensure discrimination can be consistently detected in high-risk AI systems.

## Ambiguity in thresholds

While concepts such as direct and indirect discrimination are well-established and have clear precedents in case law, other concepts and details crucial to establishing the existence of *prima facie* discrimination and proving illegal discrimination are far more ambiguous and difficult to quantify. Thresholds to measure the “particular disadvantage” suffered by individuals and groups are rarely explicitly set by the judiciary in non-discrimination case law. Even when defined, they tend to be ambiguous, measured on a case-by-case basis, and dependent on intuition or rough measures.[[128]](#footnote-129) Imprecise phrases have historically been used to describe illegal disparity between comparator and disadvantaged groups, such as “considerably more,”[[129]](#footnote-130) “far more,”[[130]](#footnote-131) “far greater number,”[[131]](#footnote-132) “almost exclusively women,” “significantly greater proportion of individuals of one sex as compared with individuals of the other sex,”[[132]](#footnote-133) and similar ambiguous terms.[[133]](#footnote-134) Attempting to translate these terms into quantified thresholds, or to match them with the results of fairness metrics and other bias tests (see: Section 0), is difficult if not impossible.

Recognising this, Equality Bodies should not seek to find a “one size fits all” set of fairness and bias tests to be used for all high-risk AI systems. Equality is a highly contextual concept, and measurements of bias, fairness, and discrimination in AI need to be similarly flexible. Rather, Equality Bodies should seek to ensure, through their rights of access and testing (see: Section 4), that high-risk AI providers are (1) searching for performance gaps affecting a wide range of broad, narrow, and intersectional groups (see: Section 4.1.2.1), and (2) using a range of fairness metrics that address different performance characteristics (see: Section 4.1.2.2). Equality bodies should see their role as ensuring high-risk AI providers are held accountable for producing consistent, high-quality, and wide-ranging evidence about performance disparities in their systems, rather than seeking to give bias, fairness, or discrimination the same substantive meaning in all cases.[[134]](#footnote-135)

## Using statistical evidence in legal cases

As these examples suggest, Equality Bodies will need to contend with the judiciary’s historical reliance on intuition in measuring discrimination when considering whether to bring a legal case on behalf of a complainant. Statistical evidence created using technical tools which reveals a gap in performance or outcomes between demographic groups can underpin the sorts of ambiguous thresholds used historically. It can also help reverse the burden of proof from the claimant to the accused party to show that the disparity in question was not illegal.

While direct discrimination cases require claimants to show they were personally treated unfavourably due to a protected attribute, indirect discrimination can be shown through statistical evidence in cases where protected attributes are not explicitly used in the contested rule or model.[[135]](#footnote-136) Statistical evidence can be crucial to demonstrating correlations between protected attributes and the contested rule or model (e.g., establishing a particular set of attributes used by a model as a proxy for a protected attribute). Statistical evidence can also support direct discrimination claims when proving an unlawful pattern, such as a company’s refusal to hire people of a certain ethnicity despite their significant presence in the population.[[136]](#footnote-137) Thankfully, legal systems generally accept statistical evidence for questions of discrimination. However, it should be noted that the admission of particular statistical evidence cannot be guaranteed in all cases,[[137]](#footnote-138) seen for example in prior claims involving unequal pay by gender, age-related redundancy, and racial segregation.[[138]](#footnote-139)

## Algorithmic discrimination is unintuitive and remote

AI complicates establishing *prima facie* discrimination as claimants must experience or anticipate inequality, which becomes more subtle and intangible with automated systems.[[139]](#footnote-140) Unlike traditional discrimination, automated discrimination is harder to detect and prove, as victims may not realize they have been disadvantaged.[[140]](#footnote-141) The ability to compare experiences, such as job promotions or pricing, is reduced in an algorithmic context, making it difficult for individuals to recognize unfair treatment.[[141]](#footnote-142)

Although discrimination may not be directly felt, discriminatory practices can persist, and obtaining evidence becomes challenging, especially when system controllers restrict access to protect intellectual property or avoid lawsuits.[[142]](#footnote-143) Explicit and implicit biases embedded in the data used to train and run AI models may not evoke an intuitive feeling of inequality, inhibiting individuals and groups from approaching Equality Bodies with potential cases in the first place.[[143]](#footnote-144) They likewise challenge traditional notions of discrimination as they may not follow familiar human patterns or biases.[[144]](#footnote-145) AI systems process large datasets and find unexpected correlations to classify cases or make predictions which are not guaranteed to be interpretable or understandable by humans,[[145]](#footnote-146) and yet may be proxies for protected characteristics.[[146]](#footnote-147)

The unique nature of algorithmic bias and discrimination indicate a need for Equality Bodies to be creative in their search for potential illegal discrimination. While Equality Bodies are limited by the sectoral nature of EU non-discrimination law to pursuing cases of discrimination based on legally protected attributes in specific protected sectors, they should nonetheless be expansive in their search for proxy attributes due to the unintuitive way in which AI can discriminate.

## Discrimination against new, unprotected groups

While they may create hidden proxies for protected characteristics, posing risks to legally protected groups, AI also raises broader challenges for the foundations of non-discrimination law. Groups defined by characteristics which are both unintuitive or incomprehensible to humans, and likewise not covered by existing law, can nonetheless experience severe disparity from uses of AI. Imagine, for example, if a particular user segment defined by (1) the web browser they use and (2) historical search behaviour was to experience significant price discrimination that would be illegal if experienced by a protected demographic group. This gap points towards a need to assess whether current non-discrimination law and protected attributes are sufficiently broad in scope to effectively measure and mitigate AI-driven inequality.[[147]](#footnote-148)

## Gaps in data needed to measure bias and fairness

Bias and fairness tests need data about affected parties to work. This can come in the form either of (1) access to “ground truth” data about the distribution of protected attributes in the affected population, or (2) equivalent inferred data about protected attributes. Access to such data is often limited for sound historical reasons or due to existing data gaps affecting the population.

At the same time, researchers, policy bodies, and even the European Court of Justice recognise the need for data about protected attributes to measure algorithmic discrimination.[[148]](#footnote-149) Recent years have seen broad calls for wider collection of protected attributes data to help detect and mitigate algorithmic bias and discrimination. The European Union, European Committee of Social Rights, EU High Level Group on Non-discrimination, Equality, and Diversity, and the United Nations Special Representative on Extreme Poverty and Human Rights, among others, have explicitly called on organisations to collect equality data, which includes sensitive data, to support equality law cases.[[149]](#footnote-150) Equality bodies seeking to measure algorithmic bias and discrimination will need to address these gaps by accessing such data collected (or inferred) by others to effectively use the tools provided by technical standards. Two Directives on Standards for Equality Bodies adopted in May 2024 likewise create obligations for EU Member States to facilitate the  collection and use of equality data by Equality Bodies and could be leveraged to promote the availability of equality data.[[150]](#footnote-151)

Equality bodies may face an uphill battle in arguing for the existence of illegal discrimination. Obtaining information about the predictions received by a critical mass of people affected by a particular AI system can be very difficult, especially in cases where this information is shared by an AI provider who has not collected the demographic data necessary to compare performance between groups and identify possible discrimination.

## Aligning fairness measures with legal foundations

Equality bodies should be aware of how the definitions of fairness and bias used by AI providers align with core concepts of non-discrimination law. The majority of existing research on fairness and bias in AI is grounded in American anti-discrimination and equality law, and particularly influenced by their concepts of “disparate treatment” and “disparate impact.”[[151]](#footnote-152) It is important to note this gap, as these concepts do not translate cleanly or directly to European legal notions of non-discrimination. Statistical measures of bias and fairness do not capture the contextual nature of non-discrimination law in the EU.[[152]](#footnote-153)

As algorithmic discrimination is frequently indirect, deployers in sectors and regions that have substantive equality duties may therefore want to avoid enforcing fairness on their systems using “bias preserving” metrics that do not support substantive equality (see: Section 4.1.2.2). Equality bodies should be aware of difference between bias preserving metrics that are useful for measuring direct discrimination, and bias transforming metrics that are useful for measuring indirect discrimination. They should likewise question any usage of bias preserving fairness metrics by providers or deployers of high-risk AI systems to enforce fairness in AI products and services deployed on the EU market.

# Conclusion and key recommendations

Equality Bodies are granted new, important powers by the AIA to aid in their investigation of bias and discrimination in AI systems. This report has explained the basis and scope of these new powers in the AIA, how they connect with bias-related requirements in the AIA and harmonised technical standards, how to use the powers effectively, and highlighted open challenges. To conclude, this section summarises best practices and key lessons for Equality Bodies to use their AIA powers and harmonised standards effectively in practice.

1. **Use documentation access and testing rights to investigate AI bias and discrimination**

The AIA grants Equality Bodies and other NFRAs significant powers to obtain documentation about high-risk AI systems and use this documentation to investigate biases and potential discrimination. When Equality Bodies nominated under Article 77 are notified by a MSA that a risk of discrimination exists, they can request further testing and collaborate with MSAs to evaluate problematic systems. Equality Bodies should make full use of these new and powerful rights to protect against AI discrimination. In particular, they should request results of bias tests and fairness mitigations carried out under a provider’s risk management system (see: Section 4.5). This may prove to be invaluable information to establish *prima facie* discrimination and reverse the burden of proof in particular uses of high-risk AI systems.

1. **Collaboratively audit how fairness is measured and enforced by AI providers**

Using fairness metrics and enforcement methods on AI systems requires technical expertise and system access that Equality Bodies may not have in practice (see: Section 4.1). Nonetheless, Equality Bodies will receive statistical results and information about how these techniques have been used to measure and reduce bias. Equality Bodies could ideally develop the necessary in-house expertise to understand and use this information in their investigations, or otherwise partner with MSAs, external researchers and other third-parties to interpret statistical evidence obtained through their right to access documentation. In particular, Equality Bodies should examine the costs and potential harms of using debiasing and fairness enforcement methods such as loss of accuracy (see: Section 4.1.2.3) and ensure any harms resulting from fairness enforcement, such as levelling down, do not disproportionately harm marginalised groups.

1. **Collaborate closely with market surveillance authorities**

The rights to documentation and testing can be very robust enforcement mechanisms to protect fundamental rights against AI harms when linked to Article 79 (see: Section 4.1). This article calls on MSAs to conduct post-market monitoring of high-risk AI systems, recommend specific actions to bring non-compliant systems into compliance with the AIA, and call for the withdrawal or recall of the system from the EU market in cases where the deployers fail to correct the system. This is the strongest and clearest path available to Equality Bodies to govern equality in AI systems under the AIA as this Article also creates an obligation for MSAs to fully cooperate with Equality Bodies listed as Article 77 authorities. By collaborating with MSAs, Equality Bodies can identify harmful AI systems and call for compliance or withdrawal from the EU market.[[153]](#footnote-154) Close collaboration with MSAs should thus be a key priority for Equality Bodies under the AIA.

1. **Use standards but make your own assessment about whether AI is discriminatory**

Harmonised standards are unlikely to define specific thresholds or performance gaps between groups of people that would constitute illegal discrimination. Rather, decisions about which biases are intentional or unwanted, and the point at which AI becomes discriminatory, will be made on a system-by-system or case-by-case basis. Equality Bodies should be aware that standards will set expectations about how bias can be measured and mitigated in AI systems but will not determine whether these biases are illegal or unethical.

1. **Check for ethics washing by AI providers**

The gap in deciding whether an AI system is problematically biased or discriminatory will largely be filled by AI providers by default. Providers will have significant power to decide which biases or performance gaps are acceptable or intentional through the technical documentation, voluntary FRIAs, and risk management systems they implement. Specifically, how they define the “intended purpose” and “expected level of accuracy” for specific groups of people will inform the types of risks monitored by deployers and MSAs. Equality Bodies should critically assess how providers define the system’s intended use and expected levels of accuracy for different groups to close this significant enforcement loophole and ensure they are not “ethics washing” their systems in practice (see: Section 4.1.1).

1. **Question how groups are defined because it can hide bias and discrimination**

AI providers will decide how to measure performance gaps in their systems, including which groups of people they are comparing. This is an important decision in the context of non-discrimination law where defining appropriate “disadvantaged” and “comparator” groups is a key battleground in court cases. When reviewing the results of performance testing obtained through their right to access documentation, Equality Bodies should pay close attention to how groups are defined in statistical performance measures.

Defining groups in specific ways, especially intersectional groups where a “divide and conquer” approach can hide prima facie discrimination,[[154]](#footnote-155) is a tempting way to make high-risk AI systems appear fairer or less biased than their real-world impact would suggest. Discrimination affecting broad, narrow, or intersectional groups can disappear if the size or scope of the groups being compared changes; imagine, for example, discrimination experienced by Black female applicants which disappears when focusing on Black or female applicants only.[[155]](#footnote-156) Equality Bodies should ensure providers adequately address intersectional groups in their testing, as focusing solely on single-characteristic groups may conceal deeper disparities. In cases where providers (1) fail to report the results of multiple fairness metrics reporting on different performance gaps (e.g., precision, recall, error rates) or (2) narrowly define impacted groups, Equality Bodies should consider making a request to the relevant national MSA to carry out further specific tests with additional fairness metrics or groups.

1. **Ensure fairness enforcement methods are aligned with non-discrimination law**

Not all fairness enforcement methods are created equally; many have been developed with US anti-discrimination law in mind and are inappropriate or illegal to use in the EU.[[156]](#footnote-157) Equality Bodies should investigate whether the fairness enforcement methods used by AI providers and reported in their risk management or technical documentation align with substantive equality duties in EU non-discrimination law (see: Section 5.6). In particular, Equality Bodies should be vigilant for systems that achieve fairness through “levelling down” which can indicate the system is creating avoidable harms to fundamental rights, health and safety in the name of fairness, for example by increasing the rate of misdiagnosis in medical applications.

This report has set out a roadmap for Equality Bodies to protect equality against harm from AI. Enforcement of the AIA will be a multi-faceted and difficult endeavour. Best practices will inevitably change as enforcement of the AIA matures and harmonised technical standards are published. For now, by following these recommendations, Equality Bodies can effectively leverage their new AIA powers and harmonised technical standards to investigate and address discrimination in AI systems. Equality Bodies are best placed to ensure AI systems deployed in the EU comply fully with equality law and protect marginalised groups against harm to their fundamental rights.
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