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Definitions and Abbreviations 
 Artificial Intelligence (AI) 

 European Union (EU) 

 European Union Artificial Intelligence Act (AI Act): Legislation regulating the use and supply of 
AI systems in the EU 

 AI system: A machine-based system designed to operate with varying levels of autonomy and 
that may exhibit adaptiveness after deployment and that, for explicit or implicit objectives, 
infers, from the input it receives, how to generate outputs such as predictions, content, 
recommendations, or decisions that can influence physical or virtual environments. Also 
referred to as ‘AI tool’ in this document 

 AI Provider: A natural or legal person, public authority, agency or other body that develops an AI 
system or a general-purpose AI model or that has an AI system, or a general-purpose AI model 
developed and places it on the market or puts the AI system into service under its own name or 
trademark, whether for payment or free of charge 

 AI Deployer: A natural or legal person, public authority, agency or other body using an AI system 
under its authority except where the AI system is used in the course of a personal non-
professional activity 

 Conformity Assessment Bodies: A body that performs third-party conformity assessment 
activities, including testing, certification and inspection (to ensure high-risk AI systems meet 
their obligations under Chapter 3 of the EU AI Act) 

 Equality Bodies (EBs): European Public institutions that assist victims of discrimination, monitor 
and report on discrimination issues, and promote equality 

 Equinet: The European Network of Equality Bodies 

 General-Purpose AI Model: An AI model (including models trained with a large amount of data 
using self-supervision at scale), that displays significant generality and is capable of competently 
performing a wide range of distinct tasks regardless of the way the model is placed on the 
market, and that can be integrated into a variety of downstream systems or applications, except 
AI models that are used for research, development or prototyping activities before they are 
placed on the market 

 General-purpose AI system: An AI system capable of serving a variety of purposes, both for 
direct use as well as for integration in other AI systems. They may be used as high-risk AI 
systems or may be a component of other high-risk AI systems 

 Generative AI: Artificial intelligence systems that create new content (e.g. text, image, audio, or 
video) in response to prompts, based on the data the models have been trained on 
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 High-Risk AI System: AI systems used in products within the EU’s product safety legislation and 
AI systems used in: Management and operation of critical infrastructure; Education and 
vocational training; Employment, worker management and access to self-employment; Access 
to and enjoyment of essential private services and public services and benefits; Law 
enforcement; Migration, asylum and border control management; and Assistance in legal 
interpretation and application of the law 

 Predictive AI: AI systems that can generate outputs such as recommendations, or decisions that 
can influence physical or virtual environments 

 Notifying Authority: The national authority responsible for setting up and carrying out the 
necessary procedures for the assessment, designation and notification of conformity 
assessment bodies and for their monitoring 

 Victims: Individuals who have witnessed unfair treatment, and/or been directly subjected to 
unfair treatment (discrimination) 

Sources 
• EU AI Act: First regulation on Artificial Intelligence 

• Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 2024 

• “AI, data governance and privacy: Synergies and areas of international co-operation”, OECD 

Artificial Intelligence Papers, No. 22  

• European Parliament Briefing on Artificial Intelligence Act (September 2024)  

• Equinet: About Us 

  

https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32024R1689&qid=1738791147171
https://doi.org/10.1787/2476b1a4-en.%20https:/www.oecd.org/en/publications/ai-data-governance-and-privacy_2476b1a4-en.html
https://doi.org/10.1787/2476b1a4-en.%20https:/www.oecd.org/en/publications/ai-data-governance-and-privacy_2476b1a4-en.html
https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/698792/EPRS_BRI(2021)698792_EN.pdf
https://equineteurope.org/equinet-at-a-glance/how-we-work/
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Overview 
This document presents guidelines for using Artificial Intelligence (AI) systems in communications 
processes undertaken by Equality Bodies (EBs). In this Framework, yellow tables present recommended 
procedures and requirements. These recommendations prioritise compliance with the European Union’s 
AI Act (AIA).  Blue tables present templates to complement written text used in communication 
materials or outputs. 

It is advised that all individuals and offices using (or planning to use) AI systems consider this Framework 
when planning or executing decisions that require responsible AI use. 

Due to the constantly changing nature of AI systems and policy interventions worldwide, this framework 
adopts a futureproofing, technology-neutral approach. It enables Equality Bodies to develop 
standardised communication strategies for anticipating, preparing for and minimising risks in AI outputs, 
regardless of which AI systems are procured. Communications experts in Equality Bodies are therefore 
encouraged to adapt the recommendations in this document to their unique operating environments. 
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1. Needs Assessment 
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1.1 Your AI Needs Assessment Template 

 



 
 

6 
 

2.  Ethics and Responsible Use of AI in 
Communication 
2.1 Anonymisation 
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2.2 Transparency and Exposure 
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AI Use Statement, Tagline and Disclaimers Templates 
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2.3 Environmental and Social Impact 
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3. Risk Reduction 
3.1 Crisis Response Guidelines 

Crisis Response Statement Templates 
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3.2 Internal Protocols 
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3.3 Auditing your AI Input 

AI Input Audit Template 
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3.4 Auditing your AI Output 

AI Output Audit Template 
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4. Communications 
4.1 Victim Awareness Communications Strategy
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5. AI Tools  
This section summarises the functions and potential flaws of some AI tools demonstrated and discussed 
in the training session on Practical and Ethical Issues Surrounding the Use of AI in Communication in 
May 2024. 

EB experts aiming to use these tools should note that: 

 The information contained in this section are suggestions; 

 The AI tools listed are primarily for communications duties or tasks; 

 AI tools/systems generally exhibit hallucinations and errors in output; 

 Neither the Author nor Equinet are affiliated with or benefitting from the listing of these AI 
systems/tools; 
 This information was compiled and deemed accurate as of 6 February 2025; AI system 

capabilities may change (improvement or otherwise), or tools may be discontinued by their 
deployers. 
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ALBANIA
Commissioner for the Protection from 
Discrimination
www.kmd.al

AUSTRIA
Austrian Disability Ombudsperson
www.behindertenanwalt.gv.at

AUSTRIA
Ombud for Equal Treatment
www.gleichbehandlungsanwaltschaft.gv.at

BELGIUM
Institute for the Equality of Women and Men
www.igvm-iefh.belgium.be

BELGIUM
Unia (Interfederal Centre for Equal 
Opportunities)
www.unia.be

BOSNIA AND HERZEGOVINA
Institution of Human Rights Ombudsman of 
Bosnia and Herzegovina
www.ombudsmen.gov.ba

BULGARIA
Commission for Protection against 
Discrimination
www.kzd-nondiscrimination.com

CROATIA
Ombudswoman of the Republic of Croatia
www.ombudsman.hr

CROATIA
Gender Equality Ombudsperson
www.prs.hr

CROATIA
Ombudsman for Persons with Disabilities
www.posi.hr

CYPRUS
Office of the Commissioner for Administration 
and the Protection of Human Rights
www.ombudsman.gov.cy

CZECH REPUBLIC
Public Defender of Rights
www.ochrance.cz

DENMARK
Danish Institute for Human Rights
www.humanrights.dk

ESTONIA
Gender Equality and Equal Treatment 
Commissioner
www.volinik.ee

FINLAND
Non-Discrimination Ombudsman
www.syrjinta.fi

FINLAND
Ombudsman for Equality
www.tasa-arvo.fi

FRANCE
Defender of Rights
www.defenseurdesdroits.fr

GEORGIA
Public Defender (Ombudsman) of Georgia
www.ombudsman.ge

GERMANY
Federal Anti-Discrimination Agency
www.antidiskriminierungsstelle.de

GREECE
Greek Ombudsman
www.synigoros.gr

HUNGARY
Office of the Commissioner for Fundamental 
Rights
www.ajbh.hu

IRELAND
Irish Human Rights and Equality Commission
www.ihrec.ie

ITALY
National Office against Racial Discrimination 
www.unar.it

KOSOVO*
Ombudsperson Institution
https://oik-rks.org/

LATVIA
Ombudsman’s Office of the Republic of Latvia
www.tiesibsargs.lv

LITHUANIA
Office of the Equal Opportunities Ombudsperson
www.lygybe.lt

LUXEMBURG
Centre for Equal Treatment
www.cet.lu

MALTA
Commission for the Rights of Persons with 
Disability
www.crpd.org.mt

MALTA
National Commission for the Promotion of 
Equality
ncpe.gov.mt

MOLDOVA 
Equality Council
www.egalitate.md

MONTENEGRO
Protector of Human Rights and Freedoms 
(Ombudsman)
www.ombudsman.co.me

NETHERLANDS
Netherlands Institute for Human Rights
www.mensenrechten.nl

NORTH MACEDONIA
Commission for Prevention and Protection 
against Discrimination
www.kszd.mk

NORWAY
Equality and Anti-Discrimination Ombud
www.ldo.no

POLAND
Commissioner for Human Rights of the Republic 
of Poland
bip.brpo.gov.pl

PORTUGAL
Commission for Citizenship and Gender Equality
www.cig.gov.pt

PORTUGAL
Commission for Equality in Labour and 
Employment
cite.gov.pt

ROMANIA
National Council for Combating Discrimination
www.cncd.ro

SERBIA
Commissioner for Protection of Equality
www.ravnopravnost.gov.rs

SLOVAKIA
Slovak National Centre for Human Rights
www.snslp.sk

SLOVENIA
Advocate of the Principle of Equality
www.zagovornik.si

SPAIN
Council for the Elimination of Ethnic or Racial 
Discrimination
igualdadynodiscriminacion.igualdad.gob.es

SPAIN
Institute of Women
www.inmujeres.gob.es

SWEDEN
Equality Ombudsman
www.do.se

UKRAINE
Ukrainian Parliament Commissioner for Human 
Rights
www.ombudsman.gov.ua

UNITED KINGDOM - GREAT BRITAIN
Equality and Human Rights Commission
www.equalityhumanrights.com

UNITED KINGDOM - NORTHERN IRELAND
Equality Commission for Northern Ireland
www.equalityni.org

* This designation is without prejudice to positions on 
status, and is in line with UNSCR 1244/1999 and the ICJ
Opinion on the Kosovo declaration of independence.

Equinet Member Equality Bodies
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